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Languages, APIs and Development Tools 
for GPU Computing



òGPU Computingó

ÁUsing all processors in the system for the things they are 

best at doing 

ñEvolution of CPUs makes them good at sequential, serial tasks

ñEvolution of GPUs makes them good at parallel processing
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GPU Computing Ecosystem
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Development Environment
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All Major Platforms

Libraries
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GPU Computing Applications

Broad Adoption

CUDA - NVIDIAôs Architecture for GPU Computing

Over 250M installed 

CUDA-enabled GPUs

Over 650k CUDA Toolkit 

downloads in last 2 Yrs

Windows, Linux and 

MacOS Platforms 

supported

GPU Computing spans 

HPC to Consumer

350+ Universities 

teaching GPU Computing 

on the CUDA Architecture

NVIDIA GPU
with the CUDA Parallel Computing Architecture

CUDA 
C/C++

OpenCL
Direct 

Compute
Fortran Python,

Java, .NET, é

Over 100k developers

Running in Production 
since 2008 

SDK + Libs + Visual 
Profiler and Debugger

Commercial OpenCL 
Conformant Driver

Public Availability 
across all CUDA 
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SDK + Visual Profiler

Microsoft API for
GPU Computing

Supports all CUDA-
Architecture GPUs 
(DX10 and DX11)

PyCUDA

GPU.NET

jCUDA

PGI Accelerator

PGI CUDA Fortran

OpenCL is a trademark of Apple Inc. used under license to the Khronos Group Inc.


